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ABSTRACT

It is known that images available usually undergo some stages

of processing (e.g., acquisition, compression, transmission

and display), and each stage may introduce certain type of

distortion. Hence, images distorted by multiple types of dis-

tortions are common in real applications. Research in human

visual perception has evidenced that the human visual system

(HVS) is sensitive to image structural information. This fact

inspires us to design a new blind/no-reference (NR) image

quality assessment (IQA) method to evaluate the visual qual-

ity of multiply-distorted images based on structural degrada-

tion. Specifically, quality-aware features are extracted from

both the first- and high-order image structures by local bi-

nary pattern (LBP) operators. Experimental results on two

well-known multiply-distorted image databases demonstrate

the outstanding performance of the proposed method.

Index Terms— Image quality assessment (IQA), no-

reference (NR), multiple distortions, structural degradation,

local binary pattern (LBP)

1. INTRODUCTION

Digital images are usually distorted by a wide variety of dis-

tortions during acquisition. Hence, image quality assessment

(IQA) is a crucial issue in many practical applications [1, 2,

3, 4]. The goal of IQA is to provide computational models

that reflect the quality of an image as perceived by human

subjects.

Most existing IQA methods concentrate on estimating the

visual quality of singly-distorted images, which is usually not

true in general. In practice, digital images usually undergo

several stages, and the processing of each stage may introduce

certain distortions. For instance, the acquisition stage mainly
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introduces sensor noise, and the compression stage usually

brings blockiness and blur artifacts. Therefore, it is common

that images are distorted by multiple distortions. Compared

with visual quality assessment for singly-distorted images,

evaluate the visual quality of multiply-distorted images has

more challenges. Chandler et al. [5] summarize the chal-

lenges of evaluating multiply-distorted images in three as-

pects: the influence of single distortions on image quality,

the interaction between these distortions, and the joint ef-

fects of these distortions on the overall image quality. So,

it is desirable to provide visual quality assessment methods of

multiply-distorted images.

Recently, there exist some objective IQA methods de-

signed for multiply-distorted images. In [6], the authors

propose a six-step blind metric for multiply-distorted images

by combining the single quality prediction of each emerg-

ing distortion type and joint effects of different distortion

sources. In [7], natural scene statistics (NSS) features are

combined to form an improved bag-of-words representation

for quality prediction. More efficient methods [8, 9] measure

potential structural degradations in gradient domain [8] or

in perceptual opponent-color space [9]. Among them, the

so-called gradient-weighted histogram of local binary pattern

(GWH-GLBP) [8] applies the LBP [10] operator to extract

the first-order (gradient information) structural features, and

offers a higher generality. This is because the image structure

carries important visual information from a scene, and also

the human visual system (HVS) adaptively extracts structural

information for image perception and understanding [11].

Motivated by the success in evaluating the visual qual-

ity based on structural degradation, we present a novel no-

reference (NR) IQA method for multiply-distorted images

based on structural degradation. Similar to GWH-GLBP, the

proposed method predicts the image quality by measuring the

structural degradation caused by multiple distortions. A num-

ber of quality-aware features are extracted from the gradient

magnitude and contrast normalized maps, which represent

the first- and high-order structural patterns of the distorted

images, respectively. Then the rotation invariant uniform



LBP operator is adopted to extract the first-order structural

patterns, while a generalized center-symmetric LBP (GCS-

LBP) operator is proposed to extract high-order structural

patterns due to the more complex characteristics.

Compared with GWH-GLBP, the main differences of the

proposed method lie in two aspects: 1) GWH-GLBP only

utilizes the first-order patterns (i.e., gradient information),

whereas in the proposed method both the first- and high-

order patterns are utilized for better extracting the image

structural features; 2) GWH-GLBP adopts the simple Prewitt

filters (3 × 3) to obtain gradient map which only considers

two directions (horizontal and vertical) while the proposed

method employs four directional high-pass filters (5 × 5)

encompassing diagonal directions for image structure detec-

tion. Results of experiments demonstrate that our method

obtains superior performance compared with state-of-the-art

full-reference (FR) and NR IQA methods.

2. PROPOSED METHOD

The proposed method is designed according to the HVS’s

sensitivity to structural degradation. Motivated by the fact

that HVS has separate mechanisms to process first- and high-

order structural information [12], we extract such first- and

high-order structural information of a given image in spatial

domain. The first-order feature set is extracted from the gra-

dient maps of distorted images. The high-order feature set is

calculated in the normalized luminance maps of distorted im-

ages. The flowchart of the proposed method is in Fig. 1. It

consists of two main stages: extracting of two sets of quality-

aware features and support vector regression (SVR).
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Fig. 1. Flowchart of the proposed method

A. First-order Features

Gradient information is the first-order image structures that

characterize image local luminance changes, and conveys im-

portant visual information [13]. The simple Sobel or Pre-

witt operators are widely adopted to extract first-order image

structures for blind IQA tasks [8]. However, these kernels are

often too small (3×3) to include sufficient neighboring infor-

mation and only two directions (horizontal and vertical) are

considered. To extract more neighboring information includ-

ing diagonal directions, we adopt four directional high-pass

filters Mk (k = 1, 2, 3, 4), as shown in Fig. 2.

The gradient magnitudes of a distorted image are com-

puted as the maximum weighted average of difference for the

block as:

G(i, j) = max
k=1,2,3,4

mean2(|I ⊗Mk|)(i, j), (1)

where i and j denote the spatial indices of the image; | · |
denotes the absolute value operator; I and G denote the dis-

torted image and its corresponding gradient magnitude map;

the symbol “⊗” denotes the convolution operation; mean2(·)
denotes the average value of a matrix.

Fig. 2. Operators for calculating the gradient value

After that, the LBP operator is used to extract the image

local structures in the gradient magnitude map. The basic

LBP operator for each coefficient in the gradient magnitude

map can be expressed as

LBPP,R(Gc) =

P−1∑
p=0

s(Gp −Gc)2
p, (2)

where P and R are the number of neighbors and the radius

of the neighborhood; Gc and Gp are the gradient magnitudes

at the center of neighborhood and its neighbor; s(x) is a sign

function formed by s(x) =

{
1, x ≥ 0

0, otherwise.

To obtain rotation invariance, a histogram of the LBP

codes (length P + 2) derived from a rotation-invariant and

uniform variant of LBP operator can be defined as

LBPriu2
P,R =

{∑P−1
p=0 s(Gp −Gc), if U(LBPP,R) ≤ 2

P + 1 otherwise

(3)

where U is the uniform measure that calculates the number of

bitwise transitions, and a rotation-invariant and uniform vari-

ant of LBP has U less than 2.

Although LBPriu2
P,R provides an effective feature vector to

describe the image structure, it only encodes the sign of the

differences (between the value of the central pixel and its

neighbors). As shown in [14], the magnitude components of

the differences also contribute to additional discriminant in-

formation. To encode such information, we use the gradient

magnitude as the LBPriu2
P,R weight of each pixel, the normal-

ized gradient-weighted LBP histogram is formulated as

HLBP(h) =

∑M
i=1

∑N
j=1 G(i, j) · f(LBPriu2

P,R(G(i, j)), h)
∑M

i=1

∑N
j=1 G(i, j)

,

(4)



where

f(x, y) =

{
1, x = y

0, otherwise,
(5)

where M and N denote the image size; h ∈ [0, P + 1] is the

possible LBP patterns and the gradient magnitude G(i, j) is

assigned to the weight of LBP histogram. In such a way, we

can extract the first-order image structures with high-contrast

changes.

B. High-order Features

Besides the first-order image structures obtained by the

gradient-weighted LBPriu2
P,R as stated above, natural images

also contain high-order structures (e.g. texture), which cannot

be detected by the simple linear filters [12]. To extract such

image structures, global contrast normalization is adopted to

reduce contrast and luminance variations by mean subtraction

and divisive normalization. Such an operation is applied to

intensity image I to produce the normalized version Î ,

Î(i, j) =
I(i, j)− μ

σ + const
, (6)

where i and j are the spatial indices of the image, const is a

small number to avoid division-by-zero, and the global mean

and standard deviation of the whole image are defined as

μ =
1

MN

M∑
i=1

N∑
j=1

I(i, j), (7)

σ =

√√√√ 1

MN

M∑
i=1

N∑
j=1

(I(i, j)− μ)2. (8)

After global contrast normalization, we propose a gener-

alized center-symmetric LBP (GCS-LBP) operator to extract

the high-order features in Î due to its more complex charac-

teristics. The GCS-LBP encoding map is defined as

GCS-LBPR,P,T =

P/2−1∑
p=0

ŝ(|Îp − Îp+(P/2)|)2p, (9)

where Îp and Îp+(P/2) denote the grayvalues of center-

symmetric pairs of pixels of P equally spaced pixels on

a circle of radius of R; the function ŝ(·) is defined as

ŝ(x) =

{
1, x > T

0, otherwise,
where T is a small threshold

value. Note that GCS-LBP has only 2P/2 histogram bins,

which is much less than that in the standard LBP (2P bins).

Compared with the standard LBP, the proposed GCS-LBP

has two advantages: 1) it is more robust to lumination changes

due to the use of threshold T ; 2) it captures better gradient

information than the basic LBP, because instead of compar-

ing the gray-level of each pixel with the center pixel, gray-

level differences between center-symmetric pairs of pixels in

a neighborhood are computed.

C. Regression Model for Quality Prediction

For LBP and GCS-LBP operators, the number of neighbors P
is 8, and the radius of the neighborhood R is 1, thus producing

10 and 16 histogram bins, respectively. The value of threshold

T set as 0.1 empirically. To consider varying viewing distance

and image resolution [15], the LBPriu2
(P,R) and GCS-LBPR,P,T

histograms are extracted in three scales, and the coarser scale

is constructed by low-pass filtering and downsampling the im-

age by a factor of two. Thus, the extracted features have 78

components in total.

After obtaining features, a mapping is required for fea-

ture pooling from the feature space to a quality index. In this

work, the support vector regression (SVR) [16] with radial

basis function (RBF) is adopted as the mapping function.

3. EXPERIMENTAL RESULTS

A.Database Description and Evaluation Criteria

We have tested the proposed method on two well-known

multiply-distorted databases, MLIVE [17] and MDID2013

[6]. The MLIVE database consists of two subsets. The first

subset contains 15 reference images distorted by Gaussian

blur (GB) followed by JPEG compression. The second subset

contains the same reference images distorted by GB followed

by white noise (WN). In total, MLIVE has 450 distorted im-

ages. The MDID2013 database includes 324 distorted images

created from 12 reference image. Each of reference image is

distorted by three types of distortions (GB+JPEG+WN).

Three performance criteria, Spearman rank-order correla-

tion coefficient (SRCC), Pearson linear correlation coefficient

(PLCC) and root mean square error (RMSE), are adopted to

evaluate the performance of IQA methods. The PLCC and

RMSE are computed after the monotonic logistic mapping.

A better IQA index has higher SRCC and PLCC, and lower

RMSE values. For SVR learning on each database, distorted

images of 80% of the reference images are selected for train-

ing, and the rest are used for testing. This random training-

testing trial is repeated 1000 times, and the median perfor-

mance is reported.

B. Performance Comparison with FR-IQA Methods

We compared the proposed method with 14 prominent FR-

IQA methods including PSNR, VSNR [18], NQM [19], SSIM

[11], IW-SSIM [20], OSS-SSIM [21], VIF [22], MAD [23],

ADM [24], FSIM [25], GMS [13], IGM [26], VSI [27],

GMSD [28]. All the results are listed in Table 1. From these

results, the best two FR-IQA methods on MLIVE database

are NQM and VIF, while on MDID2013, the top two FR-IQA

methods are IW-SSIM and VIF. Besides, the performance of

all methods on MDID2013 is inferior to their corresponding

performance on MLIVE. This is because that the distorted im-

age in MDID2013 are distorted by three types of distortions



Table 1. Performance comparison with state-of-the-art FR-

IQA methods. The best results are highlighted in bold.

IQA method
MLIVE (450 images) MDID2013 (324 images)

SRCC PLCC RMSE SRCC PLCC RMSE

PSNR 0.728 0.817 10.870 0.644 0.653 0.035

VSNR 0.828 0.882 8.883 0.635 0.656 0.035

NQM 0.924 0.930 6.795 0.715 0.695 0.034

SSIM 0.903 0.927 6.967 0.622 0.656 0.036

IW-SSIM 0.911 0.939 6.636 0.888 0.887 0.023

OSS-SSIM 0.919 0.931 6.682 0.764 0.731 0.034

VIF 0.914 0.932 6.761 0.906 0.915 0.021

MAD 0.895 0.915 7.606 0.857 0.862 0.023

ADM 0.909 0.924 7.050 0.830 0.849 0.025

FSIM 0.895 0.917 7.039 0.750 0.770 0.031

GMS 0.887 0.914 7.430 0.786 0.804 0.028

IGM 0.888 0.924 7.195 0.878 0.882 0.022

VSI 0.878 0.910 7.655 0.730 0.744 0.031

GMSD 0.880 0.912 7.656 0.877 0.902 0.021

Ours 0.952 0.956 5.479 0.923 0.935 0.017

whereas the distorted images in MLIVE are distorted by two

types of distortions. Compared with the proposed method, all

the compared FR-IQA methods obtain lower results on both

databases.

C. Performance Comparison with NR-IQA Methods

Table 2. Performance comparison with state-of-the-art NR-

IQA methods. The symbol “*” denotes the proposed method

are statistically better than the corresponding methods. The

best results are highlighted in bold.

IQA method
MLIVE MDID2013

ET(s)
SRCC PLCC RMSE SRCC PLCC RMSE

BIQI 0.884* 0.905 7.831 0.863* 0.883 0.023 0.45

NIQE 0.789* 0.858 9.489 0.614* 0.645 0.037 0.41

ILNIQE 0.901* 0.914 7.538 0.707* 0.709 0.034 7.59

BLIINDS2 0.888* 0.904 7.981 0.808* 0.844 0.027 55.21

DIIVINE 0.866* 0.899 8.256 0.836* 0.846 0.027 17.41

CORNIA 0.901* 0.917 7.587 0.898* 0.905 0.020 2.46

BRISQUE 0.900* 0.924 7.143 0.819* 0.833 0.027 0.08

GMLOG 0.834* 0.873 9.165 0.825* 0.831 0.026 0.06

NFERM 0.898* 0.917 7.459 0.855* 0.871 0.024 50.96

SISBLM 0.907* 0.925 7.194 0.886* 0.885 0.023 3.71

GWH-GLBP 0.941* 0.947 5.919 0.903* 0.912 0.020 0.13

Ours 0.952 0.956 5.479 0.923 0.935 0.017 0.21

The proposed method is also compared with 11 promi-

nent NR-IQA methods including BIQI [29], NIQE [30],

ILNIQE [31], BLIINDS2 [32], DIIVINE [33], CORNIA

[34], BRISQUE [15], GMLOG [35], NFERM [36], SISBLM

[6], GWH-GLBP [8]. Among them, NIQE and ILNIQE are

unsupervised methods without training while the others in-

cluding the proposed method require training-testing trials.

The source codes of the compared NR-IQA methods are

derived from their original authors. All the results of these

methods are reported in Table 2. From these results, we can

see that the proposed method, GWH-GLBP and SISBLM

are the top three three NR-IQA methods on both databases.

This is because that these three methods are specifically de-

signed for evaluating multiply-distorted images while others

are general-purpose NR-IQA methods. Despite the wonder-

ful performance of GWH-GLBP by extracting the first-order

image structures, it is still slightly inferior to the proposed

method. The reason is that our method extracts more struc-

tural information including both the first- and high-order

image structures.

In order to evaluate statistical significance, we perform

two sample T-test (significance level 0.05) between SRCC by

the compared NR-IQA methods across 1000 trials. The re-

sults are listed in Table 2, where the symbol “*” denotes that

the proposed method are statistically better than the corre-

sponding NR-IQA methods. As shown in Table 2, it can be

seen that the proposed method performs better than all the

compared NR-IQA methods on both databases.

Besides, we also validate the effect of the four-directional

gradient operator we use. In experiments, we test our method

with the simple two-directional Prewitt operator and the four-

directional operator on MLIVE. The median SRCC across

1000 train-test trials of the proposed method with each of two

operators are 0.944 and 0.952, respectively. Thus, using the

four-directional gradient operator provides a better accuracy.

In Table 2, we also report the average execution time

(the last column) of the feature extraction by each NR-

IQA method. The experiments are performed on a sample

768 × 512 in Matlab on an Inter Core i5-3470 CPU @3.2

GHz. The results show that the proposed method with its

unoptimized code ranks fourth in the list, which demonstrates

its efficiency for IQA task.

4. CONCLUSIONS

In this paper, we propose an efficient NR-IQA method to pre-

dict the visual quality of multiply-distorted images based on

structural degradation. In the proposed method, image struc-

tural features are extracted from gradient and luminance nor-

malized maps to characterize the image first-order and high-

order structural information. The proposed method has been

compared with several prominent FR- and NR-IQA methods

on two public multiply-distorted image databases. Experi-

mental results demonstrate the outstanding performance of

the proposed method in terms of prediction accuracy with rel-

atively low computational complexity.
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